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ABSTRACT 

Purpose: This study aims to identify trends, key research areas, popular predictive features, machine 

learning algorithms used, and gaps in the existing literature.  

Design/Methodology/Approach: This study selected 60 articles published between 2018 and August 

31, 2023, from Google Scholar and Scopus databases to address the identified knowledge gap. A 

systematic literature review and bibliographic analysis were conducted using both quantitative and 

qualitative approaches, with PRISMA chosen as the reporting format. 

Findings: The study reveals that machine learning models, particularly Decision Trees, followed by 

Random Forests, Artificial Neural Networks, Support Vector Machines, and Naïve Bayes, have 

significantly contributed to predicting student academic performance. The datasets predominantly 

utilised by researchers include students' academic records, demographics, activities, and behaviour, 

which are crucial for predicting academic performance and evaluating model effectiveness. 

Research Limitation: These limitations highlight the challenges in conducting comprehensive reviews 

of machine learning applications in educational contexts while acknowledging the evolving nature of 

both technology and educational assessment methods. 

Practical Implication: This research has the potential to inform evidence-based decision-making, 

promote personalised learning experiences and enable early interventions for at-risk students  

Social Implication: The study underscores the potential of machine learning algorithms to promote 

equity and inclusion, provide targeted student support, empower individuals, raise ethical considerations, 

foster community engagement, and support lifelong learning initiatives.  

Originality and Value: This research uniquely explores machine learning applications to predict student 

academic performance, identifying classroom participation and examination scores as key predictors. It 

offers a pragmatic approach to educational practice, identifies future research opportunities, and 

advocates for data-driven decision-making in higher education. 

Keywords: Academic performance. bibliographic analysis. machine learning. prediction. students 
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INTRODUCTION 

Higher Education Institutions (HEIs) are increasingly under pressure to improve their student's academic 

performances, which will significantly impact their graduates' employability as a measure of their study 

programme’s effectiveness. HEIs are expected to give future learning opportunities and to assist the 

globe in addressing the fast-evolving social, cultural, economic, and environmental sustainability 

concerns of the twenty-first century (Mertova & Nair, 2011).This expectation ensures the achievement 

of Sustainable Development Goal 4 (SDGs), which states, “ensure inclusive, equitable quality education, 

and promote lifelong learning opportunities for all.” The above can be achieved when the university's 

products are well-prepared to meet the challenging demands of an unknown future.  

 

To make students benefit fully from HEIs, their academic performances must be the priority of the 

Institute.  Predictive modelling is one of the prominent techniques that can monitor the academic 

performance of students (Addo & Sackey, 2022; Aliyu Sani & Haruna, n.d.; Karim-Abdallah & Harris, 

2022; Sackey & Ngewana, 2022).Predicting students' academic performances makes it possible to 

identify significant features or variables in determining their academic performance. Academics have 

used different machine learning (ML) models with other datasets to predict students' academic 

performance (SAP) in HEIs.  

 

Duong et al., (2023) used a Support Vector Machine (SVM) technique with the Vietnamese Universities 

dataset to predict academic performances and Mohd Talib et al., (2023) used K-Means Clustering and 

Support Vector Machine with students' behavioural patterns to classify the academic performances of 

their respondents. Alsulami et al., (2023)  used Decision Trees (DT), Naïve Bays (NB), and Random 

Forest (RF) with student's E-learning data to analyse and predict student performance and  Dayanah 

Ayulani et al. (2023) used RF, EG Boosting and LG boosting Machine to identify students who are at 

likely to fail their courses.  

 

Most researchers have used ML techniques to predict and classify the student's academic performance 

with a variety of datasets and report on the evaluation metrics of the model; however, they failed to 

identify the most significant features or variables of their datasets contributing to their model 

performance and come out with pragmatic measures to help the underperforming or students at risk. This 

study's objective is to provide a complete assessment of the body of literature on the use of ML for 

modelling students' academic performance and identifying the significant features or variables used in 

the datasets in HEIs.  Factors impacting students' academic performances can provide insights into which 

teaching methods are most effective.  

 

A systematic literature review (SLR) of applications of ML techniques in classifying or predicting 

students' academic performance in HEIs aims to explore the various ways in which ML techniques have 

been utilised to predict or classify student performance.  
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THEORIES UNDERPINNING THE STUDY 

This section presents the literature on applying ML techniques to predict students’ academic 

performances in HEIs. It also includes work that shows how ML approaches were used to classify or 

predict students’ academic performances and literature that exclusively shows significant features or 

variables in the dataset in these approaches or techniques. In addition, relevant SLRs on our subject are 

discussed. 

 

Machine learning for prediction of academic performances of higher education institutions 

ML is becoming increasingly popular because computers are faster, and the amount of data generated 

and stored is growing exponentially. Machine learning techniques and algorithms have evolved into 

strong instruments for studying vast and complicated data sets, supporting scientists in significant 

advances in various domains of science and industry. (Russell, 2018). The activity of teaching computers 

to learn from data is known as machine learning. There are different types of machine-learning systems: 

Supervised, Unsupervised, Semi-supervised, and Reinforcement Learning (Cielen et al., 2016.; Russell, 

2018). Supervised machine learning techniques aim to detect findings and learn by looking for patterns 

in a labelled data set.  

 

Human interaction is required to label the data. Examples of supervised algorithms are K-Nears 

Neighbours, Linear Regression, Neural Networks, SVM, Logistic Regression, DTs, and RF. 

Unsupervised machine learning approaches do not rely on labelled data and aim to detect patterns in data 

collection without human intervention.  Examples of Unsupervised machine learning algorithms are 

Clustering (k-means, hierarchical cluster analysis), Association rule learning (Eclat, apriori), and 

Visualization and dimensionality reduction (kernel PCA, t-distributed, PCA). Semi-supervised learning 

approaches require labelled data and, thus, human engagement to detect patterns in the data set. However, 

they can still proceed towards a result and learn even when given unlabeled data. Another form of 

machine-learning system is reinforcement learning. An agent's "AI system" will observe its 

surroundings, take prescribed actions, and be rewarded. The agent must learn on its own with this type. 

(Cielen et al., 2016). 

 

Many researchers are now making use of ML and AI in different domains to make informed decisions 

(Afolagboye et al., 2023; Ahmed et al., 2021; Ojokoh et al., 2020). The tertiary education sector is one 

area where data can be effectively used to make data-driven decisions. Identifying factors or features in 

the dataset that contribute significantly to modelling students’ academic performance will help HEIs and 

other stakeholders know where to channel limited resources to save the situation.            

                                                     

Xue and Niu (2023) used multi-output-based hybrid integrated models with Superstar Learning 

Communication Platform (SLCP) data for students' performance prediction. They used different 

ensemble techniques to model the SLCP data.  Their results show that using the first six weeks of SLCP 

data to predict students’ performance, XGBoost and gradient-boosted trees (GDBT) outperformed the 



African Journal of Applied Research  

Vol. 11, No. 1 (2025), pp.536-559 

http://www.ajaronline.com  

  https://doi.org/10.26437/ajar.v11i1. 

Received: June 18, 2024  

Peer reviewed: September 4, 2024  

Revised: November 25, 2024  

Published: January 2025 

ISSN: 2408-7920  

Copyright ⓒ African Journal of Applied Research     

Arca Academic Publisher   539 
 

 
 

other ensemble methods. The significant features of the dataset which contributed to the model's 

performance were not named. 

 

 Alruwais and Zakariah (2023) employed seven different classifiers: SVM, LR, RF, DT, Gradient 

Boosting Machine (GBM), Gaussian Naive Bayes (GNB), and Multi-Layer Perceptron (MLP) to predict 

students’ academic performances using a dataset obtained from an e-learning environment which 

consists of six attributes or features: the goal object’s degree of study time, degree of study counts for 

the goal object, degree of study time for the related object, learning percentage for the related objects, 

performance in exams for goal object and user knowledge state. These seven attributes were categorised 

into three major categories: individual behavioural, exam score-related, and knowledge level. In their 

findings, the GBM exhibited the highest prediction accuracy and outperformed the other classifiers. The 

contribution of various attributes to the model performances was not identified. 

 

 Alsulami et al. (2023) used e-learning data with DT, NB, and RF, further enhanced using three ensemble 

techniques: bagging, boosting, and voting to predict students’ performance. The dataset consists of 

demographic attributes such as place of birth, nationality, gender, parent responsibility for their children, 

academic attributes such as educational stage and grade level, and behavioural attributes including 

opening resources and raising hands in class. Their objective was to identify the factors in the dataset 

which affect students’ academic performance. They concluded that the DT method with boosting 

performed better than the other methods. The contribution of each attribute to the model was not declared. 

Abou Naaj et al. (2023) used a fuzzy-neural approach to identify the factors impacting student academic 

achievement and create a model that predicts and explains variations in course grades among students 

using course category, student course attendance rate, gender, high-school grade, school type, grade point 

average (GPA), and course delivery mode as inputs features. In their study, the authors concluded that 

the most significant variables or features of students' academic achievement are GPA, course category 

and course delivery. 

 

Despite machine learning’s advantages and the strides it has made in recent years, it seems difficult for 

academics to determine the most effective technique and how to identify variables or factors that have 

the most significance on modelling performance when predicting student academic performance. Several 

studies have already used machine learning to predict student academic performance in HEIs. However, 

there is a need for collected literature that will address the domain’s issues, challenges, and future 

research aims.  

 

Related works 

All academic institutions now prioritise student success, necessitating the study of the factors that 

influence that achievement. Machine learning algorithms have generated considerable attention in the 

scientific community due to their potential to predict or classify student performance. 
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Issah et al. (2023b) undertook a study on the application of ML to identify the factors affecting students' 

academic performance. They uncovered various machine-learning approaches after thoroughly studying 

the literature with 84 selected papers. The study demonstrates how researchers have accomplished 

pattern-mapping student traits and their impact on academic achievement. How the total research 

coverage of student attributes and the ML approaches are used to predict students' performance was 

attempted to be answered.  

 

According to the research, the analysis of the 84 publications shows that the following features: academic 

performance (grade point average, grade level, high school score, attendance to lessons, attendance to 

lessons, number of courses per semester), demographic (gender, nationality, place of birth, age), 

behavioural (Raised hands, visit resources, school satisfaction, discussion, attend class, answer 

questions), psychological (personality, motivation, learning strategies, approach to learning, contextual 

influence), family background (Mother & father Education, family income, location of parents), and 

school environment (school size, medium of instruction, lecturer/teacher behaviour in class) were used 

in modelling students’ academic performance.   

 

Among these features, academic and demographic variables are the dominant characteristics mainly 

employed in student academic performance prediction. The survey demonstrates that classification and 

decision trees are the most popular techniques and algorithms. The review also identifies demographic 

and practical knowledge gaps due to the paucity of research on fundamental academic performance and 

the lack of intervention approaches for preventing low performance by connecting these important 

factors to student achievement. The extent of the population sample requires a benchmarked dataset and 

the integration of suitable intervention outlines that will map the learner's performance early in their 

academic career to close these perceived gaps. In all papers under review, the study never mentioned 

significant variables that contributed to model performance. 

 

In a study by Roslan and Chen (2022), they examined 58 articles published from 2015 to 2021. They 

aimed to uncover elements and methodologies employed in predicting students’ academic performance 

and trends in academic publications. The results reveal that current research primarily focuses on 

identifying factors that influence student performance and the effectiveness of machine learning 

algorithms. Additionally, it highlights that student academic records and demographics play a role in 

determining their performance. Among the machine learning approaches, classification is most 

frequently utilised, with the Decision Tree classifier being the preferred algorithm. While they 

successfully identified factors used by researchers to predict students' academic performance, they could 

not assess the impact of these factors on model performance. 

 

According to Sekeroglu et al. (2021), some of the main goals of education include enhancing quality, 

developing and implementing strategies that help students, and anticipating students' achievement 

throughout the term, after the term, or in the future. AI and ML are technologies utilised in this discipline 
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to attain the intended aims due to their distinct capacity to forge associations and produce correct 

outcomes. However, the variety of studies and the disparities in their subject matter led to confusion and 

lessened their capacity to lead new research. They conducted a thorough literature assessment of research 

that predicted student performance between 2010 and 2020 in three separate databases as part of the 

study. They were then shown as percentages by classifying their findings as either model, dataset, 

validation, evaluation, or goals. Critical gaps, potential fixes, and similarities and variations between the 

research are provided. The findings and gaps might be filled with systematic assessment and validation 

techniques. It is decided that future research on student performance classification or prediction should 

concentrate more on deep learning models. Finally, the advantages and challenges of a worldwide dataset 

produced by a global consortium of education information are discussed. 

 

 

METHODOLOGY 

A systematic literature review uses a research approach that must be neutral and complete to evaluate all 

existing research on the given topic (Kitchenham, 2021). The protocol's structure includes planning, 

conducting, and reporting. 

The first two sections deal with planning, whereas section three deals with reporting. 

Planning 

Planning is the first stage in SLR. It consists of five stages described in more depth in the subsections 

below. 

 

Determine research questions: This study utilised the standards offered by (Kitchenham, 2021) in 

formulating its research questions.  

RQ1: What are the publication trends of machine learning methods in predicting and improving  

            academic performances in HEIs,  

RQ2: What features dominate the dataset used in predicting the academic performances of students in   

           HEIs? 

RQ3: What are the significant features or attributes in these datasets? 

RQ4: What ML methods are used in classifying or predicting the academic performances of students in  

           HEIs? 

RQ5: What gaps exist in the current literature? 

Decide on keywords.  

The research questions were used to choose the search terms. The search terms in this study are:  
("machine learning" ) AND ( "prediction" OR "classification" OR "influencing") AND ("improving" OR 

"enhancing") AND ("students academic performance" OR "success of students") AND ("higher education" OR 

"Tertiary") AND PUBYEAR > 2020 AND PUBYEAR < 2024 AND (LIMIT-TO ( SRCTYPE , "j")) AND (LIMIT-TO 

(DOCTYPE , "ar") ) AND ( LIMIT-TO ( LANGUAGE, "English")) AND (LIMIT-TO (EXACTKEYWORD, 

"Educational Data Mining")OR LIMIT-TO( EXACTKEYWORD , "Forecasting" ) OR LIMIT-TO ( 

EXACTKEYWORD , "Data Mining" ) OR LIMIT-TO (EXACTKEYWORD , "Machine Learning") OR LIMIT-TO 

(EXACTKEYWORD, "Students")) 
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Identify the source.   

The Scopus and Google Scholar databases (https://scholar.google.com/) offer thorough, well-vetted 

information on various subjects. 

 

Determine the criteria for inclusion and exclusion.  

One of the quality assurance tools employed is inclusion and exclusion criteria. The inclusion criteria 

include journal articles, primary literature, publications between 2018 and August 31, 2023, meeting the 

research keywords, classified as ML studies, availability and accessibility in the database, and papers 

written in English. The exclusion criteria include conference papers, books, magazines, editorials, 

secondary literature, tertiary literature and duplicate documents in the database. After being pulled from 

the search results, all articles that matched the specified criteria were included in this SLR. 

 

Select a data extraction method.  

The next step is to gather data from each research by doing database searches using the predefined search 

term. Journal articles that did not have the correct information for one or more areas were eliminated 

from this study. 

 

Conducting the review 

The second part of this SLR technique focuses on conducting the review. This phase is divided into four 

segments, which are as follows. 

 

Identify the research.                                                                                 

In this phase, the search string determined in “decide on the key string” was deployed to search the 

Scopus and Google Scholar online databases. For 392 primary papers, 242 papers were retrieved from 

the Scopus database and 150 from Google Scholar.  

 

Selecting the research.               

The literature review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 

(PRISMA) guidelines. The PRISMA flowchart is shown in Figure 1. This SLR analysed only relevant 

journal papers that met the inclusion criteria and examined the substance of each selected article to ensure 

its inclusion. The publications were evaluated, and 120 were rejected because they did not fit the 

inclusion requirements or were unrelated to the study's subject. The screening, which included semi-

automatic document selection by examining the entire text of the remaining publications, also revealed 

that 117 papers were not ML research. Furthermore, 58 publications did not provide the whole text, and 

37 papers were unrelated to the study's subject. These articles were also eliminated from this 

investigation. As a result, this SLR only looked at 60 journal papers. The list of all the chosen articles is 

in the appendix. 
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Synthesising the data.  

This SLR retrieved three research emphasis categories from the 60 selected articles. These include 

identifying factors impacting student performance, the performance of ML algorithms, and ML about e-

learning systems, as shown in Table 1. The study then identified six separate kinds of characteristics 

influencing student performance. Table 2 lists and describes the categories of factors that affect student 

performance. This study identified three ML techniques based on the 89 ML algorithms employed to 

predict student performance. Table 3 shows the ML method categories for the selected articles. Figure 1 

shows 242 articles on the Scopus database and 150 on Google Scholar with the above query string. After 

searching databases and identifying possibly relevant articles, the first step is removing duplicate articles 

(because the same article may be located in multiple databases).  

 

Table 1: Research focus of the selected articles  

Research Topic Paper ID 

Identification of attributes 

influencing student’s performance 
P13,P18,P20,P24,P25,P26,P29,P30,P33,P38,P41,P44,P45,P46,P47,P56 

Machine learning  performance 
P1,P2,P3,P4,P6,P8,P9,P10,P11,P12,P15,P16,P17,P19,P22,P23,P28,P31,P34,P35,

P36,P37,P39,P40,P42,P43,P45,P49,P50,P51,P52,P53,P54,P55,P57,P58,P59,P60 

E-learning P5,P7,P13,P14,P21,P27,P32,P48 

   

 
 

 

 

 

 

 

 

 

 

 



African Journal of Applied Research  

Vol. 11, No. 1 (2025), pp.536-559 

http://www.ajaronline.com  

  https://doi.org/10.26437/ajar.v11i1. 

Received: June 18, 2024  

Peer reviewed: September 4, 2024  

Revised: November 25, 2024  

Published: January 2025 

ISSN: 2408-7920  

Copyright ⓒ African Journal of Applied Research     

Arca Academic Publisher   544 
 

 
 

Table 2: Categories of factors that affect the student's performance and their description  

Attributes affecting 

the student's 

academic success 

Description 

    

          Paper ID 

Students’ Academic 

Record 

The records related to academic performance e.g., 

study duration, student’s exam result, assessment 

mark, GPA, CGPA, and class attendance. 

 P2,P3,P4,P7,P9,P10,P12,P13,P16,P19, 

P21,P22,P23,P24,P27,P28,P29,P30,P31, 

PP33,P35,P36,P37,P38,P39,P41,P42,P43, 

P46,P47,P51,P52,P54,P56,P57,P58,P59 

Students’ 

demographics 

The demographic factors include age, gender, 

geographical affiliation, ethnicity, nationality, 

marital status, socioeconomic status,(SES), parental 

education, language, financial, and religious 

affiliations. 

P1,P6,P7,P8,P12,P13,P15,P16,P17,P18, 

P20,P23,P24,P25,P30,P31,P32,P33,P35, 

P36,P39,P40,P41,P42,P43,P44,P46,P49, 

P53,P54,P55,P56,P57,P58,P60 

Students’ activities 

Information that related to the student's activities 

such as extracurricular activities, e-Learning, 

activities, internet usage, and timespent with friends.  

  

P4,P5,P7,P8,P12,P15,P16,P17,P21, 

P25,P34,P40,P43,P46,P48,P54 

Student's behaviors 
The way that the students behave e.g., 

procrastination and self-discipline. 

P2,P3,P12,P13,P14,P15,P18,P20, 

P24,P27,P25,P28,P31,P33,P35,P46 

Students’ motivation 
Factors that make the students be motivated, e.g., 

parents’ involvement and students’ interest. 

  

Null 

Socio-economic 

background 
Economic background of students and parents 

 P26,P30,P33,P34,P35,P39,P41,P42, 

P44,P53,P55 

      

 

Table  3: ML approaches and articles  

Machine learning Approaches Article ID 

Classification 

P1, P2, P3, P4,P5,P6,P7,P8,P9,P10,P11, 

P12,P13,P14,P15,P16,P18,P20,P21,P22,P23,P25,P26,P27,P28,P29,P30, 

P31,P32,P33,P35,P36,P37,P38,P39,P40,P41,P42,P43,P44,P45,P46,P47, 

P48,P49,P50,P51,P52,P53,P54,P55,P56,P57,P58,P59,P60 

Clustering P3,P8,P11,P16,P28 

Regression P13,P21,P37,P56 
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Figure 1: Standard PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 

flow diagram 

 

 

RESULTS AND DISCUSSION 

Reporting is the third stage of SLR. This part summarises and reports the analysis of the articles chosen 

for the study questions. 

 

RQ1: What are the publication trends of machine learning methods in predicting and improving 

academic performances in HEIs? 

This study analysed the research trend using four aspects: research focus, publication year, dataset origin, 

and study context. Figure 2 shows that 15 (25%) of the research articles focused on attributes that 

influenced students’ performance in designing their model, 37 (62%) used data mining performance to 

predict academic performance, and 8 (13%) focused on the e-learning environment to design their model. 

Table 1 lists PS papers associated with this research focus. 

 

 

 

Records identified through scopus and 

google scholar database searching 

(Scopus=242 

Google scholar=150) 
 

Records removed before screening: 
Duplicate records removed  (n = 0) 
Records marked as ineligible by automation 

tools (n =0 ) 
Records removed for other reasons (n =0 ) 

Records screened 
(n =392 ) 

Records excluded** 
(n = 120) 

Reports sought for retrieval 
(n = 272) 

Reports not retrieved 
(n = 117) 

Reports assessed for eligibility 
(n =155) 

Reports excluded: 
N=95 
 

Studies included in review 
(n = 60) 
Reports of included studies 
(n =60 ) 

Identification of studies via databases  

Ident

ificati

on 

Scre

enin

g 
 

Incl

ude

d 
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Figure 2: Research Focus 

 

Publication year.  

Figure 3a depicts the number of articles published within the chosen period. The line graph from 2018 

with 6 publications shows an upward trend, which indicates studies in this context are on an upward 

trend. From 2019 to 2020, there was a sharp decline to 6 articles before it rose to the highest number of 

articles, 18 of which were published in 2021. In the following year, there was a modest decline in the 

number of articles published, 15 articles were published. 11 articles have been published as of August 

31, 2023. Before the end of the year 2023, the number of publications will increase. Table 4 presents all 

PS papers associated with publication years. 

 Table 4: Publication year and number of selected articles published  

Publication Year Paper ID 

            2018 P33,P34,P43,P47,P49,P58 

            2019 P26,P28,P29,P30,P35,P36,P37,P39,P48,P50,P51,P57 

            2020 P31,P40,P42,P43,P46,P55 

            2021 P1,P4,P5,P9,P17,P22,P27,P32,P33,P36,P38,P41,P44,P53,P54,P56,P59,P60 

            2022 
P6,P10,P11,P12,P13,P16,P19,P21,P23,P24,P35,P42,P45,P47,P52 

            2023 P2,P3,P7,P8,P14,P15,P18,P20,P25,P39,P57 
  
 

 

25%

62%

13%

Research Focus

Identification of attributes influencing student’s performance Data mining performance E-learning
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Figure 3a: Publication year of the primary papers (2018 to August 31, 2023) 

 

 

Distribution by country, based on the origin of the corresponding author 

This systematic evaluation determined that the primary studies (60 papers) are biassed by country. India 

had the most corresponding authors, with eight (13.33%), followed by China with six (10 %), Pakistan 

with five (8.33%), Nigeria, Bangladesh, Egypt, Saudi Arabia, Malaysia, and Australia, all of which had 

three (5%), and the United Kingdom (UK), Turkey, the United Arab Emirates (UAE), Thailand, and 

Spain, all of which had two (3.33%). The remaining thirteen countries have only one author (1.66%). 

Figure 3b summarises the geographical distribution of publications.  

 

 
Figure 3b: Distribution by country, based on the origin of the corresponding author.  
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Dataset’s continent of origin.  

Figure 4 shows the continents of all datasets. The dataset's countries of origin were taken and 

subsequently grouped into continents on the data extraction form. The highest number of articles is 25 

from Asia. There were 14 articles indicated as Unknown, which indicates that the source or origin of the 

dataset was not mentioned in the article. The Middle East follows closely with nine articles. Not many 

articles were published by European countries, which is 8, while Africa follows closely with 6. America, 

with just two articles, met our inclusion criteria. Table 5 presents PS papers associated with the continents 

of the first author. 

 

Table 5: Continental demographics of the dataset  

Continent Paper ID 

    Asia 

P2,P3,P7,P11,P12,P13,P15,P25,P26,P28,P29,P30,P31,P33,P39,P40,P42,P43,P46,P47,P51,P53,P55

,P57,P59 

   Africa P24,P49,P52,P56,P58,P60 

  Middle East 
P8,P19,P21,P27,P35,P36,P38,P44,P50 

  Europe P1,P4,P6,P10,P34,P39,P42,P45, 

  America P5,P43 

  Unknown P9,P14,P16,P17,P18,P20,P22,P23,P31,P32,P37,P41,P48,P54 

 

 

 
Figure 4: Continents of datasets of the primary papers  
 

Publication outlets from the primary papers. 

From Figure 5a, the primary studies (60 papers) were likewise biased towards publishing firms/outlets. 

The Multidisciplinary Digital Publishing Institute (MDPI) had the most papers with 7 (11.67%), followed 

by the Institute of Electrical and Electronics Engineers Inc (IEEE Inc) and Elsevier Ltd each with six 

papers (10%), Emerald Group Holdings Ltd had four papers (6.67%), Springer and International 
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Association of Online Engineering and Elsevier B.V. each with three papers (5.00%), Springer Science 

and Business Media Deutschland GmbH. The remaining publishing businesses each have only one paper. 

 

 
Figure 5a: Publication outlets from the primary studies. 

 

Study context.  

Higher education institutions, such as colleges and universities, are the primary focus of the study. In 

this context, all 60 items were centred. 

 

RQ2: What features dominate the dataset used in predicting the academic performances of 

students in HEIs  

 

 
Figure 5b: Factors that affect students' academic performance 

 

Figure 5b groups the factors that affect students’ academic performance into percentages. 35% of the 

primary studies representing 35 articles considered students' demographic data in predicting students’ 

academic performance. According to our research, this can be considered the highest factor affecting 
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students’ academic performance. Table 4 describes each factor and the attributes it may represent. 38 %, 

which is the highest factor affecting student academic performance prediction, is the student’s academic 

records of both previous education and present, and this represents 37 articles. 16 per cent of the 60 

articles representing 16 in terms of number of articles took a critical look at students’ activities, such as 

attendance to class etc, in predicting the student’s performance. The student's socio-economic 

background is critical in every student’s life, representing 11%, which is 11 articles that took a key 

interest in this aspect of the student. None of the included articles took interest in the student’s 

motivation, and hence, it represents 0%. 

 

RQ3: What are the significant variables or features or attributes in these datasets? 

 
Figure 6: Articles with feature significance or importance 

 

Feature significance is the contribution of each attribute to the model’s performance. HEIs with limited 

resources are interested in attributes or factors that contribute primarily to a student's performance to 

channel resources to that area, hence the need. Figure 6 shows that 2 (3%) articles, PS 19 and PS 24, 

were able to identify significant features or features that contribute most to their model performance as 

against 92%, representing 55 articles that did not see the need for feature significance and reported on 

only model performances. 3 (5%) articles performed feature selection to identify correlated features to 

avoid multicollinearity in their features or datasets, which is suitable for the model’s performance; 

however, that does not determine the significant features in the model performance. Students' 

examination scores and class participation are substantial features in PS19 and PS24.  Table 6 presents 

PS papers that identify essential features in the model performance. 
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Table  6: Articles that identify significant features in the model performance  

Feature Significance to determine the 

most influential feature or attribute 
  Article ID 

Significant Features identified in the 

modelling 

 P19, P24 

No significant features were identified in 

the modelling: only reported on the 

modelling performance. 

 P1, P2, P3, P4, P5, P6,P7,P8,P9,P10,P11,P12,P13,P14,P15, 

P16,P18,P20,P21,P22,P23,P25,P26,P27,P28,P29,P30,P31,P32,P33,P35,P36,P

37,P38,P39,P40,P41,P42,P43,P44,P45,P46,P47,P48,P49,P50,P51,P52,P53,P5

4,P55,P56,P57,P58, P59,P60 

Feature selection was done to reduce the 

number of correlated features 

 P17,P32,P34 

 

 

RQ4: What machine learning methods are used in predicting the academic performance of 

students in HEIs 

The following are the machine learning techniques that have been used to predict student academic 

performances in HEIs in the sampled articles: DT-Quest algorithm, KNN, SVM, RF, ProSAP framework 

(collaborative data processing module for enhancing the data quality, scalable metadata clustering 

module for alleviating the imbalance of academic features, and XGBoost-enhanced SAP prediction 

module for academic performance forecasting), Artificial Neural Network (Backpropagation), NBTree, 

Fuzzy C-means (FCM), MLP (Multilayer Perceptron), FCM – LR, FCM – RF, Naive Bayes, One Rule, 

J48, JRip three, ensemble methods (Bagging, Boosting, Voting), Multiple Linear Regression Analysis 

(MLRA), ANN, Logistic Regression, convolutional neural network, Cobweb, Hierarchical and EM, 

PART, AdaBoost (ADB), Bayesian Network (BN), Naïve Bayesian (NB), Linear Regression (LR), 

Xgboost model, Light gbm model, Adboost model, Gdbt model, Bagging Classifier, Extra Trees, deep 

learning (1D-CNN, LSTM) methods  BR, and AdaBoost regressor Models, Voting regression model, 

Hybrid 2D CNN Model, MPCA, Bayes Net-D, Native, Linear Discriminant Analysis, Logistic Model 

Trees (LMT), Random Tree,  LADTree, Bayes Net with ADTree, Speed-constrained Multi-objective 

Particle Swarm Optimization (SMPSO), Sequential Minimum Optimization (SMO), REPTree, Gradient 

Boosting, ID3, C4.5, Simple CART, CHAID,  C 5.0  and,  Quick Unbiased Efficient  Statistical Tree 

(QUEST), Passive Aggressive Classifier (PAC), Linear Discriminant Analysis (LDA), Radius 

Neighbours Classifier (RNC), Extra Tree (ET). 

 

Figure 7 shows a bar chart representing the most popular machine-learning algorithm in the study. The 

decision tree (DT) had 32 articles that used it to predict students’ academic performance in HEIs, 

showing its dominance. Random Forest (RF) was followed by 26 articles using it for single use. Artificial 

Neural Networks are also gradually gaining popularity in this area due to their ability to handle large 
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volumes of data properly; 23 primary papers used ANN. Support Vector Machine had 20 articles using 

it, KNN was used by 13 articles, and other machine learning techniques such as linear regression, logistic 

regression, Quick Unbiased Efficient Statistical Tree, etc., were used by 27 articles. Ensemble techniques 

such as voting, XGBoost, etc., which combine two or other machine learning techniques to enhance 

performance, are also well explored with 20 articles. Table 7 lists PS papers and ML algorithms used.  

 

Table 7: Machine Learning techniques and articles 

Machine learning algorithms Articles 

Decision tree 
P1,P5,P7,P9,P10,P13,P14,P16,P17,P18,P22,P24,P28,P29,P32,P33,P34,P35,P36,P4

0,P42,P43,P44,P47,P48,P50,P51,P52,P53,P54,P57,P59 

Random forest 
P2,P5,P7,P8,P9,P13,P14,P15,P16,P17,P18,P19,P20,P21,P24,P29,P30,P31,P33,P36,

P38,P41,P42,P43P45,P50 

SVM 
P2,P7,P9,P13,P14,P18,P22,P24,P25,P28,P29,P31,P33,P35,P36,P45,P47,P48,P55, 

P57 

KNN P2,P11,P13,P17,P18,P20,P22,P24,P28,P29,P40,P45,P59 

ANN 
P6,P7,P8,P9,P10,P11,P16,P20,P23,P26,P28,P31,P34,P35,P36,P42,P44,P46,P47,P4

8,P57,P58,P60 

Naïve Bayes P9,P13,P14,P24,P27,P28,P31,P33,P36,P38,P40,P42,P45,P47,P57,P59 

Ensemble Techniques 
P2,P3,P4,P9,P13,P15,P16,P17,P18,P21,P28,P29,P33,P34,P39, 

P40,P42,P44,P47,P50 

Others 
P7,P8,P10,P12,P14,P16,P20,P21,P22,P25,P26,P27,P29,P30,P31,P33,P36,P37,P38,

P39,P43P45,P49,P52,P55,P56,P57,P59 
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Figure 7: Machine learning algorithms and primary articles 

 
 

 
Figure 8: Machine learning approach and the number of articles  
 

The ML predicting approaches can be categorised into three: classification, clustering, and regression. 

In this Systematic Literature Review, the three approaches were observed in the articles. From Figure 8, 

51 articles used the classification approach, 5 articles used the clustering approach, and finally, 4 articles 

used the regression approach. Therefore, we can say that the classification approach of ML is the most 

used in student performance prediction in HEIs. 

 

 

RQ5: What gaps exist in the current literature  

Analysis from Table 2, which is the data extraction form, reveals some gaps in knowledge in the primary 

article. Most popular is the inability of the researchers to carry out a feature significance analysis or 

conduct further analysis to determine how much each feature contributes to the model performance. This 

is what the policymakers or management of HEIs are interested in so that they know which features to 
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address first when deciding to improve academic performance.  Also, the size of the dataset used by the 

article is not big enough, which could affect the model's performance.  

 

Analysis of graphic maps using VOSviewer 
VOSviewer is a popular software tool for visualising and analysing bibliometric networks, primarily 

based on co-authorship and co-citation data. It allows researchers to create interactive visualisations of 

research networks, including maps of authors, documents, and keywords, to gain insights into the 

structure and evolution of scientific literature. VOSviewer is commonly used in bibliometrics to identify 

trends, research clusters, and influential papers or authors.  

 

Co-occurrence of author keywords Figure 9a. VOSviewer (https:// www.VOSviewer.com/) was used 

to undertake a co-occurrence map for author keywords. We aimed to get an overview of the keywords 

authors used, and we hoped to identify subtopics. The terms higher education institutes (or synonyms), 

machine learning (or similar terms), prediction (or similar words), and academic performances (or similar 

terms) had to appear in the title, abstract, or keywords. VOSviewer identified one hundred eighty-two 

keywords, and we selected a threshold of 6 occurrences, which left 7 keywords. Figure 9a map had 3 

clusters, each colour indicating a cluster, with 15 links and 32 total link strength (regarded as the weight 

attribute of the item). Cluster 1 consists of machine learning, student performance prediction and  

 

 

education data mining terms, Cluster 2 consists of higher education and academic performance terms, 

and Cluster 3 has prediction and student performance terms.  The term's appearance in the publications 

is indicated by the size of the circle given to it. Greater circles indicate more articles that contain these 

keywords than those with smaller circles. These terms can also be seen as the most significant in the 

generated co-occurrence network and as prominent themes in the research field because an item (in this 

case, a keyword) with a greater weight is seen as more important than an item with a lower weight. From 

Figure 9a, Machine learning made 20 occurrences with six links and 18 total link strengths, and 

educational data mining made 21 occurrences with six links and 12 total link strengths. 
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          Figure 9a. Co-occurrence of author keywords with overlay visualisation. 
 

Co-authorship by author 

Figure 9b illustrates how the co-authorship network graph was constructed with the VOSviewer 

programme. Using the author as the unit of study, the association strength network methodology was 

utilised to build the network graph based on the entire counting method. Articles with more than 25 

authors were not included in the analysis.  Two hundred authors fulfil the criterion, with some not 

connected to the network. The minimum number of documents an author could have been set at 1. Six 

pieces make up the largest group of related items. 

 

A co-author network created with different nodes and linkages in a single colour is displayed in Figure 

9b. A node in the circle represents each author, while collaboration amongst authors is symbolised by 

the links that connect them. The number of publications for each author is reflected in the size of the 

node. The two authors' collaborative relationship is shown in the thickness of the links. One cluster of 

authors working together is represented by one colour. Each author in this instance has five links to a 

single document. 
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Figure 9b. Co-authorship by author with overlay visualization 

 

Visualisation of Author Keywords 

Figure 10 depicts how often the keywords appeared in the selection of primary papers. The larger the 

term in the picture or word cloud, the more popular it was among the author's keywords. This form of 

visualisation helps evaluators conduct exploratory textual analysis by detecting phrases that appear 

frequently in a group of interviews or documents. In the case of this study, higher education institutes, 

academic performance and machine learning appeared bigger than the rest which indicates the primary 

papers are centred around words in pictures.  
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Figure 10. Visualisation of authors’ keywords 

 

 

CONCLUSION 

This study examined five research questions to understand better the prediction of students' academic 

performance using machine learning studies reported in 60 journal articles from 2018 to August 2023. 

The SLR reveals three categories of the research focus of these 60 studies, which include the identifying 

aspects influencing student performance (62%), ML algorithms performance (25%), and ML related to 

e-learning systems (13%). The selected journal articles are mainly about higher education institutions, 

and most journal articles were published in 2021, with most authors from Asia.  

 

The SLR also reveals student academic records and demographics as popular features to predict student 

performance. Classification is the most used ML approach, with Decision Tree classifiers identified as 

the most employed algorithm, followed by Random Forest and ensemble techniques such as XGBoost, 

voting, etc. The datasets used for the predictions are generally small and should be critically examined 

in future work. Feature significance, which cannot be overlooked, should be included in modelling 

student academic performance since educators need to channel resources into an area that will improve 

performance, hence the need for feature significance in future research.  

 

These findings can help future researchers and educators uncover potential and relevant student 

performance predictors in their contexts and classifier algorithms for conducting such a prediction. A 

good student performance prediction also allows for early intervention to improve their performance. 

Researchers should explore the development of machine learning models that can anticipate 
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achievements and provide customised interventions or learning paths tailored to each student's strengths 

and weaknesses. It would be beneficial to examine how qualitative data, such as student comments and 

survey responses, can be integrated into models to gain insights into challenges that quantitative data 

alone may overlook.  

 

Additionally, conducting studies that monitor students' progress over time would help assess how 

prediction models adapt to evolving circumstances and life events. These research opportunities 

showcase the increasing use of analytics in education and how machine learning can help improve 

student support, enhance educational outcomes and facilitate data-driven decision-making in academic 

institutions. 
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